
1

Advances in Medicine and Engineering Interdisciplinary Research, 2024, Volume 2, Issue 4
DOI: 10.32629/ameir.v2i4.2813

ISSN Online: 2972-3825
ISSN Print: 2972-3833

Predictive Models in Health Based on Machine
Learning

Javier Mora Pineda

1. Department of Cardiac, Vascular and Thoracic Surgery, Clínica Las Condes, Santiago, Chile.
2. ECMO Unit, Clínica Las Condes, Santiago, Chile.
3. Clinical Data Science Unit, Clínica Las Condes, Santiago, Chile.

Abstract: Finding causality in medicine is of great interest in research, in order to generate interventions that treat or cure

the disease. Most classical statistical models allow association to be inferred, and only a few designs are able to

demonstrate cause and effect with an adequate methodology and solid evidence. Evidence-based medicine supports its

findings in models that go from a hypothesis to search for data to prove or rule it out. This also applies to the development

of predictive models to be reliable and to produce impact in clinical practice. The large amount of data stored in electronic

health records and greater computational power mean that machine learning techniques can play a preponderant role in the

development of new predictive analysis and recognition of unknown patterns with these modern computational models.

These models, along with changing the view from data to information, are increasingly being incorporated into daily

clinical practice, providing greater precision and speed for supporting decision making. The intent of this review is to

provide theoretical bases and evidence of how these modern computational techniques of machine learning have allowed to

achieve better results and they are being widely used. This article will review the most relevant aspects of health data

science in Latin America.
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1. Introduction
When, in 1854, John Snow made a critical analysis of the behavior of the cholera pandemic in London, he never

thought that he would lay the foundations of modern epidemiology. Snow, with an enlightened mind, not only associated

many cause-effect bio-demographic variables to his investigation, but also plotted them on a map (Fig. 1). This made it

possible to clearly visualize the distribution of cholera deaths around the nearest contaminated water pump in Broad Street

and convinced the authorities to take action and begin to combat the pandemic efficiently [1].

Based on this model, other health data began to be explored in different scenarios, with the same logic of finding

explanations and/or associations between different phenomena and health. The systematized recording of data and their

subsequent analysis began to take on importance. Mathematical and statistical models are gradually being applied, making

it possible to formulate hypotheses and test their veracity or reject them in relation to a problem.

It is also well known that in scientific health research, both in basic and clinical sciences, important findings and

discoveries have occurred unexpectedly or unplanned in the context of a research model for another purpose. A classic
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example is the discovery of penicillin. This could be analogous to what is known in data mining as "letting the data speak,"

i.e., using analytical data processing to provide new information (grouping or clustering, classification, distribution, etc.)

that was not previously considered or not considered at all.

Figure 1.Map made by John Snow of cholera deaths in the Broad Street area. The pump is located at the intersection of
Broad and Cambridge Street. The black bars correspond to deaths. The brewery (Brewery) and work house (Work House)

are also noted. Source: Cerda J and Valdivia G1.

In classical biostatistics (as the methodological underpinning of evidence-based medicine), the essential model

consists of setting out a hypothesis and an appropriate research method that best satisfies the evidence that can be obtained,

and once this is established, to seek the data that will allow the model to be satisfied in order to answer the hypothesis or

research question. Incidentally, there is also a high percentage of misinterpretation of results, such as statistical significance

in some publications [2] (Fig. 2).

Figure 2. Inadequate interpretation of statistical significance in published articles. Source: Amrhein V. et al. [2]

The paradigm shift provided by machine learning and data science, especially in processing large amounts of data, is a

new aspect that is different from biostatistics. Biostatistics applies computational models "from data" to obtain new

information related to the research field; The definition or determination of the problem features (prediction or automatic
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classification) that affect the sought answers is provided by the machine learning model itself, not just by researchers,

thereby minimizing bias and achieving better results than traditional methods. These techniques have important

applications in medicine and in the field of health in general; an important utility has been demonstrated in clinical

decision support systems [3].

In machine learning, complete clinical records are inputs for learning algorithms. This data does not necessarily have

to be structured or tabular, and can be input with images, free text, audio, video, time series, etc. The resulting models can

subsequently be used to help healthcare professionals to pinpoint diagnoses for future new patients (new data). In this way,

the examination and diagnosis of a patient can be faster, more accurate and reliable.

In this review, we intend to provide some theoretical basis and evidence of how these modern computational

techniques of machine learning have allowed not only to reach better results, but also how and why they are being

increasingly used in clinical practice with real-time or near-real processing, of the immense volume of data we obtain from

different sources of clinical records, biomarkers, physiological parameters of patients and healthy people (with specific

sensors or smart watches), allowing to predict health situations with increasing accuracy and speed, facilitating timely

intervention; immediately for emergencies and preventively for regular check-ups.

2. Machine Learning versus Statistics
Based on general data science concepts discussed in a previous article in this journal [4] and in the book by

researchers at the University of Chile, "A Look at the Data Age " [5], this review focuses on the development of the most

commonly used models for the task of predicting a final outcome in the medical field. Of those concepts, it is appropriate

to highlight Mitchel's concept of machine learning: "a computer program is said to learn from an experience E with respect

to some type of task T with a performance measure P, if its performance on the task T as measured by P improves with the

experience E" [6].

One way of expressing the methodological difference between statistics and machine learning is that the former

involves testing hypotheses, while the latter involves the task of building knowledge from data and storing it in some form

of computation, such as mathematical models, algorithms or any other computational form that can help determine patterns

or predict results, and that can also be part of other models that require algorithms already trained for a specific purpose

(transfer learning) (Fig. 3).

Figure 3. Diagram of the data paradigm in statistics and machine learning techniques.
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It is, however, pertinent to make it clear that statistics is not exclusive to data science and machine learning, since a

wide variety of statistical techniques are applied in these computational models, especially during the evaluation of the

performance of each one and when comparing them with each other, in a dynamic and iterative way. In a classification task,

for example, the result is a probability distribution of the various possibilities. In addition, the concept of data science

includes statistics as one of its disciplines, as schematized in Fig. 4.

Figure 4. Diagram of the Data Science concept and the disciplines that bring it together. Used with permission of the
authors. From "A Look at the Data Age", Jocelyn Dunstan, Alejandro Maass, Felipe Tobar, Editorial Universitaria 2022.

ISBN 9789561128989 [5].

In the past, methods have been developed in parallel for both statistics and machine learning; four statisticians

published in 1980 the book "Classification and Regression Trees", whose statistical techniques have been widely adapted

by computer science researchers to improve classification performance and to make a procedure computationally well-

organized [7].

In this context, it is interesting to analyze why these models "learn" from the data, without necessarily having to

program or apply explicit instructions, formulas or rules step-by-step and to the entire data set (the data paradigm shift in

medicine, enunciated in the introduction).

In a case-control study of traditional biostatistics, for example, data are recorded in both groups and then statistical

formulas are applied to the total data set of each group to obtain a final result that is used to analyze the problem under

study. A similar situation occurs in the branches of a prospective double-blind randomized trail, where statistical inferences

are also made on the data set at one time.

In machine learning models, on the other hand, the data set is randomly divided into 3 groups: training, validation and

test. The first group is the input of the algorithm (one of the algorithms used according to the task to be solved), with which

it "learns" to solve the task (basically, it assigns certain values to certain constants according to the functions used); with

the second group,l we evaluate how well it solves the task with those "learned" values (or in other words, how much error

it makes in the task), so as to have the opportunity to adjust some parameters of the algorithm (fine-tuning) that can be run

again with the training group to improve the metrics of the validation group; and finally, with the test group we see the

results of how the algorithm will behave with new data in the future (generalization) (Fig. 3).
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One of the main objectives of using machine learning methods concerns classification and prediction. The terms

classification and prediction have been used interchangeably [8], but, in general, prediction is adopted for a "binary"

outcome (present or absent, yes or no, is or is not, etc.) while classification is used to determine 1 outcome within a set of 3

or more possible outcomes depending on the task to be solved. Classification or prediction can be used to extract models

describing classes or groups of relevant data versus others or to predict future trend of new data from the same problem [9].

Both tasks have the ability to generalize over a data set, which means the ability to identify new results with new data from

the previous data used in training the algorithm. In turn, it is important to note that, when solving classification and

prediction problems, they are sensitive to missing or missing data from a repository [10].

3. Applications of Predictive Models with Machine Learning
The main machine learning predictive models applied in medicine have been: neural networks (both fully connected,

convolutional and recurrent networks), support vector machines, decision trees, random forest, linear regressions, Bayesian

models (naive Bayes), and nearest neighbors, mainly. In particular, convolutional networks, proposed by Yann LeCun in

1989, are machine learning algorithms based on the functioning of the visual cortex of the animal eye, which allows the

computer to "see" [11, 12], with a multilayer neural network architecture in which the image is divided into receptive fields

or segments of the image that pass through convolutional layers (mathematical operation that makes the integral of the

product of two functions, or signals, in a third function). This allows it to extract different characteristics from the initial

image in each layer, in order to classify it later. In medicine, this technique has made it possible to process various types of

images to predict a diagnosis, from biopsies to X-rays, scans, magnetic resonance imaging and photos of different

pathologies.

The various machine learning approaches are based on the identification of strong data associations, but free of a

theoretical foundation (so-called "black box" models). The confusion makes it a substantial leap in causal inference to

identify modifiable factors that may actually have an impact on altering results. As is well known, association does not

imply causation. Many predictions from these models can be highly accurate, especially in cases where the likely outcome

is already obvious to the clinician. The last mile of clinical implementation ultimately becomes the truly critical task of

predicting events, requiring early intervention to influence nursing decisions, outcomes, and health outcomes [11].

Prediction techniques using machine learning increasingly offer decision support tools for risk management and early

warning [12].

In neuroscience, Liu, from Taiwan University Hospital, developed a model for predicting brain death using neural

networks called EANN AAN [13]. Rughani compared predictive neural network models used in neurosurgery with the

ability to predict survival with linear regression models and with that of surgeons, obtaining significantly better results [14].

Güler developed a predictive model with neural networks to assign severity in traumatic brain injury, with an accuracy of

91% [15]. Decision trees and linear regression have been used to predict low severity outcomes based on a dichotomized

Glagow scale with up to 80% accuracy [16].

In psychiatry, a predictive model based on clinical data using deep neural networks had a result of 0.73 and 0.67 area

under the ROC curve for predicting generalized anxiety disorder and major depressive disorder, respectively [17]. Some of

the most discussed issues in machine learning, such as bias and fairness, data cleaning, and model interpretation, may be

unfamiliar in the use of neuroimaging-based predictive models in psychiatry. Similarly, diagnostic research and brain-

based feature selection for psychiatric intervention are modern issues that have been found to be appropriate to address

with predictive machine learning models [18].

In genetics and molecular biology, researchers have developed and evaluated several new predictive models of
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evolutionary information in DNA transcription using Support Vector Machine techniques to determine the binding sites of

genetic material (specifically, "binding residue sequences") of DNA and RNA. Their findings showed that these classifiers

had 77.3% sensitivity and 79.3% specificity for DNA binding residue prediction, and 71.6% sensitivity and 78.7%

specificity for RNA binding site predictions, important for estimating possible genetic mutations. This finding

demonstrated that the Support Vector Machine classifier was better and more accurate than existing models for predicting

molecular binding sites in gene transcription [19].

In ophthalmology, one study compared three machine learning models for predicting the need for surgical intervention

in primary open-angle glaucoma using clinical records, with multivariate logistic regression in this work being the most

effective for discriminating patients with progressive disease requiring surgery (area under the ROC curve 0.67) [20].

In clinical management, applications to reduce the no-show rate of a patient to a medical appointment (consultation or

examination) by predicting their scheduling behavior have been of great importance, since this absenteeism amounts to

between 10 to 20% worldwide, and up to 30% in some hospitals in China [21]. With techniques based on deep neural

networks (deep learning or representation learning), it has been possible to reduce the no-show patient rate by 6 to 14%

and increase effective patient attendance, optimizing the use of resources and time spent in healthcare centers. These

predictive models are fed by automated communication techniques of text messages, delivering in turn adequate and

accurate information to patients in a timely manner to avoid delays and absenteeism, and can also automate the

rescheduling of free spaces generated by patients or predicted by the system. In Chile, important research has been

developed in this area by the group of the Mathematical Modeling Center of the University of Chile, studying and applying

these technologies in three public health centers [22]; also, through solutions based on neural networks, a Chilean start-up

has managed to improve access to health care in public and private hospitals by optimizing the management of scheduling

[23].

The problem of avoiding unplanned rehospitalization after patient discharge has been studied using neural networks.

In 2007, U.S. Medicare reported 17% of such hospital readmissions within 30 days of discharge, with an estimated 76%

potentially preventable, representing $15 billion in Medicare expenditures at the time, and also as a measure of quality of

care [24]. These are some of the reasons why it is interesting to find methods that can predict the risk of readmission. The

2020 Clinica Las Condes published a study that for the first time in the literature reported results of this task with a model,

in Spanish, of highly unstructured clinical data; the work yielded an area under the ROC curve of 0.76 for prediction, using

the neural network model called Long Short Term Memory (LSTM) [26]. Demographic data, reasons for consultation,

procedures, diagnoses, prescriptions, and clinical notes from 9 years of records were used as inputs [25]. This result was

very similar to that published at the time with clinical records in English [27], which gives it great value and has motivated

us to continue working along these lines, seeking to improve the metrics of the model and its testing in sub-areas of the

hospital environment.

In 2021, a library of the Python programming language (the most widely used in data science and machine learning)

was specially developed for predictive models in healthcare: PyHealth [28]. It consists of special modules for data

preprocessing, predictive modeling (with 30 models available) and evaluation, in such a way as to diagram complex

medical data models in a simple way and with few lines of code.

4. Future Projections
Research in computer science and health data science continues to improve the accuracy of clinical predictions, but

even a perfectly fine-tuned prediction model may not translate into better clinical care. Even a very accurate prediction of

the outcome of a health problem does not tell you what to do or how to do it if you want to change that outcome; in fact,
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you cannot even assume that it is possible to change the predicted outcomes.

Predictive models based on machine learning currently provide great support to the clinical knowledge and experience

of professionals. To reduce subjectivity, many expert systems have been created to encode and combine medical

knowledge. Predictive methods can be integrated into these systems, contributing to reduce bias and subjectivity, while

potentially providing new medical knowledge in different areas of medicine, or in different geographic areas where it is

applied (fitting a machine learning model with "local" data can be more efficient than applying a formula made with

population from other countries). Therefore, the increasingly accurate prediction of a patient's possible outcomes during

the different stages of the care process poses a constant and evolving challenge in healthcare. In addition, the ethical

considerations of the different applications of artificial intelligence and machine learning are currently the subject of

significant discussion and analysis in the specialized scientific community, an issue that also extends to the general

population's perception of these "new" technologies applied to healthcare.

Performing outcome prediction studies of clinical problems is very relevant nowadays because they can help the

medical team to make more accurate decisions with machine learning techniques that are easy to implement and low cost.

The evolution of these models and the emergence of new ones in the future will undoubtedly provide increasingly accurate

and dynamic predictions in daily clinical practice.

With robustness and scalability in mind, the PyHealth library is constantly evolving to achieve best practices for

development, testing, and interactive integration to enable the increasing application of algorithms and other widely used

Python libraries to clinical data [28].

5. Conclusions
Prediction is nothing new in medicine. From risk scores to guide anticoagulation (CHADS2) and high cholesterol

drug use (ASCVD), to risk stratification of intensive care unit patients (APACHE), among many others, data-driven

clinical predictions are routine in clinical practice. Today, in combination with modern machine learning techniques,

various sources of clinical data allow us to quickly or in real time generate prediction models for thousands of similar

clinical tasks or problems. In addition, it has been possible to include in the development of these models, different types of

unstructured data that previously were not possible to process as part of a predictive model with traditional methods (e.g.,

large amounts of free text widely used in clinical records, direct images from their capture, computer vision, etc.). In

healthcare, time to diagnosis is a crucial factor in patient prognosis. The potential applicability of this approach to the use

of clinical data is substantial, both for critical early warning systems and for high-precision diagnostic imaging, to optimize

clinical appointment management, among others.

Although predictive algorithms obviously cannot eliminate uncertainty in medical decision-making, they can improve

or optimize the allocation of resources in medical care, both human and physical. For example, the Pulmonary Embolism

Severity Index (PESI) is a widely validated predictive model of the risk of death from this condition [29] and others

prioritize patients awaiting liver transplantation in an appropriate (if not fair) manner by means of the Model for End-stage

Liver Disease (MELD) score. Early warning systems that would have taken years to develop using traditional techniques

can now be quickly deployed and optimized using real-world data and on an ongoing basis. Similarly, deep learning neural

networks are able to routinely recognize pathological images with a high accuracy previously thought impossible.

I believe it is also necessary to emphasize that these models, like so many others in the different areas of machine

learning, are not infallible and, like any human, are wrong in their results a percentage of the time. In fact, the metrics used

to train and evaluate the performance of an algorithm under development are mainly based on "minimizing error" (such as

Root Mean Square Error (RMSE), cross-entropy, among others). In contemporary transformation, we are experiencing the
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process of integrating more and more of these technologies into daily clinical practice, and people tend to expect them to

be error free simply because they are executed by modern so-called intelligent machines or computers, which may be

mistakenly thought to be not 100% accurate.

It seems irrelevant to debate whether predictive machine learning models will become "smarter" than healthcare

professionals themselves. It is indisputable that in healthcare, as in all other industries, domain experts are a fundamental

and irreplaceable link in the data science working model, making sense of and modulating both the creation and clinical

use of these algorithms (Fig. 4). Undoubtedly, the final result of these tools can increasingly resemble or approach "human

behavior", integrating several predictive models simultaneously (even choosing which ones to use in a given case) and in a

very short time, to make complex decisions (of diagnosis or treatment) almost automatically or in real time. However, we

must not forget that in their most basic logic they are nothing more than mathematical operations of matrices and high-

dimensional tensors that do not think, do not feel, and do not have the intangible human interaction and virtues ("clinical

eye") that no machine has replaced or will replace, from the work of Alan Turing to the present day and in the future.
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