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ABSTRACT

A deep neural network based approach for prediction of non-stationary data has been proposed in this work. A new regression scheme has been used in the proposed model. Any non-stationary data can be used to test the efficiency of the proposed model, however in this work stock data has been used due to the fact that stock data has a property of being nonlinear or non-stationary in nature. Beside using proposed model, predictions were also obtained using some statistical models and artificial neural networks. Traditional statistical models did not yield any expected results; artificial neural networks resulted into high time complexity. Therefore, deep learning approach seemed to be the best method as of today in dealing with such problems wherein time complexity and excellent predictions are of concern.
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1. Introduction

Prediction of non-stationary data by means of various statistical and artificial intelligence (AI) based models has always remained an area of much interest to various researchers and scholars. This area has received attention not just from academia but from industries too. Non-stationary data maybe be arranged in a time-series fashion and many statistical models are available in literature which work on time-series data. Much work has been already done in this field, however there are still many challenges left. For instance, the challenges are: calculating excellent predictions with least possible error, time complexity etc.

Broad classification of prediction-based models can lead us into two major subcategories: statistical models and AI based models. Some well known statistical models, also known as traditional models are: autoregressive integrated moving average (ARIMA) models[9], exponential smoothing models[7], autoregressive conditional heteroskedasticity (ARCH) models[17], generalized autoregressive conditional heteroskedasticity (GARCH)[8] etc. AI based models include soft computing based models such as artificial neural networks (ANN) inspired from human brain[20] which have given rise to deep neural networks[48], genetic algorithms (GA)[21], support vector machines (SVM)[8], fuzzy sets[57] etc.

The limitations of linear statistical models is that they are unable to capture the patterns of non-stationary behaviour present in the data, therefore the results are not satisfactory. Due to their stochastic nature and by using some nonlinear functions, AI based models are able to capture the non-stationary behaviour present in data therefore the results are pleasing most of the time. AI based models also have some limitations, one of the big-
gest limitations is high computation time required to arrive at the solution.

The remainder of this paper is organized as follows: In Sections 2, literature review is presented, which discusses about the contributions/proposed models and theories by various researchers over a period of time. Section 3 and Section 4 discuss about autoregressive integrated moving average model and artificial neural networks respectively. In Section 5, proposed model, its mathematical formulation as well as about its novelty is discussed in detail. In section 6 experiments and results are presented. Finally, conclusions are presented in section 7.

2. Literature Review

Apart from the broad categorization discussed in previous section; many researchers and scholars focussed on hybrid or integrated prediction-based models. A hybrid prediction-based model can be obtained by integrating the properties of various individual prediction-based models, thereby resulting into a powerful integrated or hybrid model. The goal of any hybrid prediction-based model is that its predictive efficiency should outperform the individual models used to form the hybrid model. Different hybrid prediction-based models are available in literature proposed by researchers over a period of time\textsuperscript{[1–4]}. Deep Learning (DL) or Deep neural networks (DNN) have gained momentum over the recent years. DL is currently one of the favourite areas of research in many universities, research institutes and in industries around the globe due to its number of merits. Many industries have shifted their businesses in DL so as to obtain the solutions of hard and complex problems with greater efficiency and with least possible error. Recently Kim et al\textsuperscript{[29]} demonstrated a new method of converting DNN into a spiking ANN without any loss of accuracy thus resulting into greater efficiency. Earlier Chang\textsuperscript{[30]} studied about the deep and shallow architecture of ANN. For time series prediction a novel approach was proposed in which metaheuristic based DL approach was used\textsuperscript{[45]}. Kraus & Feuerriegel\textsuperscript{[34]} studied DL approach for financial domain in decision support field. DNN and DL have gained momentum very rapidly and are being applied almost in every field, for instance in the field of text mining and text analytics\textsuperscript{[49,53]}, self driving cars and object detection\textsuperscript{[25,43,55]}, healthcare \textsuperscript{[33,44,47]}, image and video processing\textsuperscript{[16,27,38]}. Recently Lin et al\textsuperscript{[37]} used DL in accelerating the topology optimization method of conductive heat transfer.

In the field of predictive analytics and time series forecasting such as stock market prediction, ANNs have dominated statistical models. Many researchers identified the shortcomings in statistical models, therefore they have obtained excellent results by using AI based models in time series based stock prices/returns prediction\textsuperscript{[30–35]}. Because of its numerous advantages, DNNs and DL are replacing classical ANNs. Many researchers and scholars are now finding new methods or improving existing methods in the area of stock prediction by using DNN and DL\textsuperscript{[14,18,36]}. Since DNN and DL are emerging areas, much more improvements are expected to take place in financial domain too, hopefully in forecasting stock prices, formation of an optimal portfolio etc.

3. Autoregressive Integrated Moving Average Models

ARIMA models are linear statistical models which work on the concept of regression on itself. ARIMA models was proposed by Box & Jenkins\textsuperscript{[6]} and the work is regarded as one of the finest contribution in times series analysis. The work of Box & Jenkins\textsuperscript{[6]} connects with the earlier work of Yule\textsuperscript{[56]} and Wold\textsuperscript{[54]}. ARIMA model can be constructed from two individual models, autoregressive model, $AR(p)$ and moving average model, $MA(q)$. Integration of both models result into a combined model in the form of $ARIMA(p, d, q)$; where $p$ is an integer referred as order of $AR$ model, $d$ is differencing order so as to convert non-stationary into stationary and $q$ is an order of $MA$ model.

The mathematical formulation of $AR(p)$ model is given in Equation 1.

$$y_t = \alpha + \omega_1 y_{t-1} + \omega_2 y_{t-2} + \ldots + \omega_p y_{t-p} + \varepsilon_t$$

(1)

where $\alpha$ is a constant intercept; $\omega(i = 1, \ldots, p)$ are constants which are coefficients of the lagged terms; $\varepsilon_t$ is
an error term, also known as white noise having mean equal to 0 and variance equal to $\sigma^2$.

In moving average, time series depends only on $q$ past random terms and a present random term $\varepsilon_t$. Therefore, mathematical formulation of $MA(q)$ model is given in Equation 2.

$$y_t = \omega_1 y_{t-1} + \omega_2 y_{t-2} + \ldots + \omega_q y_{t-qp} + \varepsilon_t - \phi_1 \varepsilon_{t-1} - \phi_2 \varepsilon_{t-2} - \ldots - \phi_q \varepsilon_{t-q}$$  \hspace{1cm} (2)

Where $\omega$ and $\phi$ are regression coefficients and $\varepsilon_t$ is an error term.

4. Artificial Neural Networks and Deep Learning

ANN is a learning based AI model inspired from human brain\cite{20}. ANNs were initially used on logic gates\cite{40} and afterwards lot of development happened in this field. Figure 1 shows most commonly used ANN with one hidden layer.

The data is fed into ANN from input layer wherein there are $n$ number of neurons ($x_1, \ldots, x_n$) representing $n$ number of inputs. There are $m$ number of neurons in hidden layer, ($h_1, \ldots, h_m$) wherein data is passed through nonlinear activation functions such as sigmoid function, hyperbolic tangent function etc. Finally output is obtained from output layer wherein there are $z$ number of output neurons, ($o_1, \ldots, o_z$). The connection links between input layer to hidden layer and from hidden layer to output layer are associated with random weights, $w_i$ and $w_{jk}$ respectively.

At each $m$ hidden neuron in hidden layer, weighted sum is calculated as shown in Equation 4.

$$L_m = \sum_{i=1}^n x_i w_{mi}$$ \hspace{1cm} (4)

$L_m$ is passed through a nonlinear activation function as shown in Equation 5.

$$Y_m = \sigma(\beta + L_m)$$ \hspace{1cm} (5)

where $\sigma$ is a nonlinear activation function; $\beta$ is a bias input to hidden neurons and output neuron(s).

Number of neurons in input and output layer is determined as per the data is arranged. Number of neurons in hidden layer(s) can be chosen based on trial and error method. There can be one hidden layer in ANN or more than one hidden layers present in ANN. Such ANN is also known as multilayer perceptron (MLP)\cite{40} which works on backpropagation algorithm\cite{8}. Since the network shown in Fig 1 takes data from input layer, processes it in hidden layer(s) and produces output from output layer, therefore this ANN is also called as feedforward neural network. For every data pattern (number of inputs and its corresponding output) ANN produces high error in the beginning. The learning takes place iteration wise, where from each iteration, error is
produced. A set of iterations is called one epoch. It is expected that with the passage of epochs, error reaches to minimum preset value. A network may take hundreds, thousands or millions of epochs to converge\cite{20}. Therefore time complexity is a concern in ANN.

DNN is an advanced, more complicated and more sophisticated form of ANN. Unlike in traditional ANN such as MLP, DNN has multiple hidden layers present. There is no such definition which states how many layers should be there in any ANN to call it a DNN. DNNs are known with their depth i.e. number of hidden layers present through which data passes. In DNN, each layer trains on different set of features received from the previous layer. Both ANNs and DNNs use backpropagation algorithm wherein error minimization happens using gradient descent method\cite{52} and weights gets updated, resulting into better weights after each epoch. As stated earlier, sigmoid activation function has been very popular in ANNs, however use of other activation functions such as rectified linear unit (ReLU), softmax, softplus, hardsigmoid etc have gained momentum in DNNs. Since time complexity is a concern in ANN, traditional ANNs can take long time to arrive at a solution. To avoid such problem, few application programming interfaces (API) were built. Keras is one such interface which was written in python and is able to run on top of Tensor flow.

5. Proposed Model

The proposed model assumes non-stationary data to be arranged in a time series fashion. The autoregression is calculated on time series non-stationary data and implemented on DNN. Suppose we are given with time series data $Y$ having length of past historical series equal to $T$ as shown in Equation 6.

$$ Y = \left( y_{t-(T-1)}, y_{t-2}, y_{t-1}, y_t \right) $$  \hspace{1cm} (6)

A new name is given to the proposed model as, autoregressive deep neural network, $ARDNN(a, b)$, where $a$ is regression order, $b$ is the reference point in past historical series. The location of $b$ is determined as per the chosen order of regression. Moving reference variable $c(k = 1, ..., T-a)$ is also to be calculated as shown in Equation 7.

$$ C_k = y_{t-(a-1)} - b $$  \hspace{1cm} (7)

The future estimate or predictions are obtained using $ARDNN(a, b)$ as per Equation 8.

$$ (Y_{t+1} - C_k)_{ARDNN} = \psi( (Y_{t-(p-1)} - C_k, ..., Y_{t-1} - C_k, Y_t - C_k ) $$  \hspace{1cm} (8)

where $(Y_{t+1} - C_k)_{ARDNN}$ is output of $ARDNN$ and $\psi$ is its predictor. The regression model when implemented on $DNN$ is roughly shown in Figure 2.

![Figure 2. ARDNN.](image)

Since actual output is being shown to $DNN$ at output neuron, therefore this network learns in supervised manner. Predictions obtained from $ARDNN$ are collected and corresponding reference values, i.e. $C_k$ values are added back which were once subtracted from original time series. This final process constitutes the final predictions of non-stationary data as shown in Equation 9.

$$ y^*_t = y_{t+1} - C_k + C_k $$  \hspace{1cm} (9)

Where $y^*_t$ is final predictions after adding $C_k$ values back.

5.1 Sliding windows for $ARDNN$

Input to $ARDNN$ can be given using sliding windows, where each window gives a prediction. Figure 3 shows the arrangement of sliding windows using $ARDNN$. Suppose the time series data ranges between $y_t$ and $Y_{t-(T-1)}$, where $y_t$ is the latest observation, $Y_{t-(T-1)}$ is the last observation and $T$ is the length of time series data. The first step of forming sliding windows for $ARDNN$ is to divide the time-series data into two sets: training set and test set. Let the training set be in the range between last observation i.e. $Y_{t-(T-1)}$ to $y_{t-(i-1)}$ and let test set be in the range between $y_{t-1}$ to $y_t$ as shown in Figure 3.
As shown in Figure 3, first sliding window is formed equal to length of training data which gives prediction $y_{t-l}$. Second sliding window is formed of same length but one observation slipped ahead, giving prediction $y_{t-(l+1)}$. Final window, i.e., sliding window $(T-l)+1$ gives prediction for future period i.e., $y_{t+1}$. In each window $ARDNN(a, b)$ regression is performed as described earlier.

Therefore the input-output pairs formed and ready to fed to DNN are actually differenced values as described in Equation 8. $e_k$ values which were once subtracted from original time-series are added back to the output obtained from DNN, thus forming the final predictions.

6. Experiments & Results

Experiments were carried out on time series based stock prices using $ARDNN$. Beside using proposed model, experiments were also carried using traditional $ARIMA$ model, so that comparison of models can be done.

6.1 Data

Stock prices of six stocks out of top 500 companies was obtained from National stock exchange (NSE) of India. These six stocks are listed in Table 1. Mean and standard deviation of each stock was calculated as shown in Table 2. The length of time series of each stock was considered for 164 days (daily stock price) between 20th Feb, 2018 to 19th Oct, 2018. However, there’s no such restriction to consider only 164 observations. The longer the time series data, the better the predictions.

### Table 1. List of six stocks obtained from NSE

<table>
<thead>
<tr>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABB</td>
<td>Adani</td>
<td>Bajaj Electricals</td>
<td>Castrol India Ltd</td>
<td>Coal India</td>
<td>GAIL(India)</td>
</tr>
<tr>
<td>India</td>
<td>Power</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2. Mean and standard deviation of stocks

<table>
<thead>
<tr>
<th>Stock</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>1286.76</td>
<td>25.5442</td>
<td>561.2858</td>
<td>170.2014</td>
<td>277.5499</td>
<td>347.6444</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>95.2982</td>
<td>5.2810</td>
<td>47.5736</td>
<td>18.2724</td>
<td>9.5750</td>
<td>20.0394</td>
</tr>
</tbody>
</table>
6.2 Predictive performance of ARIMA

ARIMA model of regression order 4 was used to obtain predictions for all stocks. Figure 4 shows prediction of stock 1 up to 32 future observations using ARIMA. The x-axis shows 32 future observations in 95% and 99% confidence intervals (shaded areas) and stock price is shown on y-axis.

![Figure 4](image-url)

**Figure 4.** Time series plot of ARIMA for stock 1.

Similar nature was observed for rest of the stocks using ARIMA. It is observed that in all six stocks, ARIMA model has not been able to capture the patterns, thus the predictive performance is unsatisfactory.

6.3 Predictive performance of ANN and ARDNN

For each stock of 164 observations, training and test set were formed in the ratio of 80 : 20, i.e. 80% for training set and rest 20% for test set. Training set consisted of 132 observations between 20th Feb, 2018 to 30th Aug, 2018. Test set consisted of 32 observations between 31st Aug, 2018 to 19th Oct, 2018. 33 sliding windows were formed where in each window *ARDNN* (4, 1) regression was performed, i.e. regression order was chosen equal to 4. Therefore there were 4222 input-output pairs for each stock (33 windows * 128 input-output pairs in each window). Thus for entire test data, 32 predictions were obtained plus one future prediction, i.e. \( y_{t+1} \).

6.3.1 Implementation of ANN and its results

Feedforward ANN using backpropagation algorithm of the configuration 4 : 12 : 1 (4 neurons in input layer; 12 neurons in hidden layer and an output neuron in output layer) was chosen for the experiments. This ANN can also be called as autoregressive neural network (ARNN) as it considers same input-output pairs as ARDNN. Sigmoid activation function was used in hidden neurons and learning rate was kept as 0.20. On an average it took over 5000 epoch for ANN to converge (for each stock).

Figure 5 shows result of ARNN for stock1 in the form of time series plot. The figure shows target data, trained data as well as future predictions i.e. unseen or test data.

![Figure 5](image-url)

**Figure 5.** Time series plot of ARNN for stock 1.

ARNN is able to capture the patterns of the stock, but there is still scope of improvement.

6.3.2 Implementation of ARDNN and its results

The proposed model was implemented and executed in python programming by calling Keras library. Configuration of *DNN* was chosen as 4 : 100 : 50 : 20 : 1, 4 neurons in input layer, one neuron in output layer, three hidden layers having 100, 50 and 20 neurons respectively. Relu activation function was used in hidden layers. For each stock 20% of data was kept for cross validation which helps to reduce overfitting. Number of epochs for *DNN* was prespecified to 100 and batch size was kept as 32. The above configuration was chosen after trial and error.

The result was that the prediction error decreased rapidly during training period of *DNN*. As already mentioned, the predictions obtained from *ARDNN* are to
be added with $c_{kh}$ values, thereafter MSE and MAE can be calculated for test set.

**Figure 6** shows result of *ARDNN* for stock 1 in the form of time series plot. The figure shows target data, trained data as well as future predictions i.e. unseen or test data.

**Figure 6.** Time series plot of ARDNN for stock 1.

It is observed that the proposed model has been able to capture the patterns of stocks which states that the model is robust enough to work on prediction of non-stationary data.

### 6.4 Comparison

Based of the results obtained for six models; a comparison between ARIMA, *ARNN* and *ARDNN* is carried out here. **Table 3** shows MSE calculated for all six stocks for *ARDNN*, *ARNN* as well as for ARIMA model. As expected *ARDNN* outperforms both *ARNN* and ARIMA model in terms of least prediction error for all stocks.

**Table 3. Mean-Squared Error**

<table>
<thead>
<tr>
<th>Stock</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>ARDNN</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7710.73</td>
<td>19.02</td>
<td>1012.31</td>
<td>47.46</td>
<td>69.67</td>
<td>270.36</td>
</tr>
<tr>
<td><em>ARNN</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7720.75</td>
<td>29.12</td>
<td>1202.55</td>
<td>74.45</td>
<td>88.56</td>
<td>295.78</td>
</tr>
<tr>
<td><em>ARIMA</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7739.03</td>
<td>39.49</td>
<td>1257.99</td>
<td>164.37</td>
<td>118.76</td>
<td>302.02</td>
</tr>
</tbody>
</table>

### 7. Conclusions

An attempt was made to calculate the predictions of non-stationary data from the perspective of deep neural networks using keras library. The field of deep learning seems to be a very promising field in present world as it is being used in most of the areas. The future of deep learning and the areas where it is being used or explored also seems to be bright as it overcomes the limitations of existing statistical models including traditional AI models such as ANNs. One reason of the popularity of
deep learning is that it is very fast as well as accurate. The limitations of this work is that the proposed model may not always capture the patterns of nonlinear data. The future work includes to explore the model using some latest deep learning libraries and improve its predictive performance. This is certainly an important avenue for future research.
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