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Abstract:With the rapid development of social economy and the change of students' growth environment, students' mental
health problems have become increasingly prominent. In order to comprehensively and systematically understand the
psychological stress of college students. In this paper, data mining technology and machine learning methods are used to
intelligently evaluate the mental health of college students. By collecting relevant data and combining with SCL-90 mental
health evaluation system, the machine learning algorithm is used to accurately simplify the questionnaire questions of the
original evaluation system. And to determine the contribution of different indicators to the psychological stress of college
students. Based on the simplified data, a psychological stress evaluation model for college students is established to realize
the classification evaluation of mental health status. And provide a specific evaluation score or grade. Improve the
accuracy of assessment through model training and optimization, and provide data support for follow-up mental health
work. In addition, Kendall's Tau-B correlation analysis and XGBoost are used for feature selection, and key feature factors
are retained. The method of this paper is helpful to accurately locate the psychological stress of college students, and
provide a clear direction and basis for psychological intervention.
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Introduction
Promoting students' physical and mental health and all-round development is a major issue of social concern.

However, with the rapid development of economy and society, the growth environment of students is constantly changing,
and mental health problems are becoming more prominent. Mental health is an important part of human health. The
pressure of employment, study and life of college students often seriously affects their mental health. It even leads to a
series of negative emotions[1]. Through the evaluation and analysis of the psychological pressure of college students, we
can have a comprehensive and systematic understanding of the current psychological pressure situation of college students,
and make clear the psychological pressure problems of college students. Help eliminate psychological problems such as
anxiety, depression and escape caused by stress[2].

Data mining is a technology that extracts valuable information from a large amount of data automatically or
semi-automatically. Has been widely used in various fields[3]. In the field of psychology, data mining technology can be
used to evaluate and analyze the psychological stress of college students. To help psychologists and doctors better
understand and treat the psychological problems of college students[6]. Through mining and analyzing the data of college
students' study, life, social interaction and other aspects, the psychological stress level and influencing factors of college
students can be obtained. For example, the learning pressure of college students can be evaluated by analyzing their
academic performance, homework completion, examination results and other data[4,5]; The evaluation and analysis of
college students' psychological stress based on data mining can provide guidance for the prediction and intervention of
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college students' mental health in the futureScientific basis, and then promote its all-round development.

1. Researchmethods

1.1 Data collection
This study collects data related to college students' mental health through questionnaires and school collection.

Including SCL-90 scale scores, daily behavior data and so on.
Basic information questionnaire. The self-designed questionnaire was used to collect the basic background

information of college students. Including the gender, grade and other basic content of the respondents. The collection of
basic background information is mainly to facilitate the data analysis after the psychological census. As well as targeted
tracking of students who are expected to have psychological crisis.

Symptom Checklist 90 (SCL-90). The Symptom Checklist 90 (SCL-90) used in this study is one of the most widely
used measures of mental disorders and mental illness. The scale involves 90 items, including 10 factors, corresponding to
10 aspects of psychological symptoms. Evaluate the individual's recent mental state from daily life, emotional changes to
thinking consciousness. Each item in the SCL-90 was graded from 1 to 5 (1 = "none"-5 = "severe"). It can clearly and
multidimensionally assess whether an individual has certain psychological symptoms and their severity[7].

2667 copies of SCL-90 were collected by data collection personnel in the form of comprehensive survey. There are
2652 valid data. The evaluation data include the basic information of students after desensitization, as well as the answers
to the 90-item evaluation scale and the scores of each dimension.

1.2 Data processing
There are some incomplete and invalid noise data in the data collected in this paper. The direct use of this data in the

experiment will have a certain impact on the experimental results. And it will also affect the efficiency of the algorithm to a
certain extent. In order to ensure ideal experimental results, the following preprocessing operations are performed on the
data in this paper[8].

Determine the target of data mining, and keep only the data related to the target. For this study, it is necessary to
screen out the data related to this goal from the massive original data. The psychological assessment data is mainly
reflected in the specific data of SCL-90 symptom checklist[9].

At the same time, data cleaning is carried out, including missing filling, error detection, duplicate filtering,
consistency checking, etc. Missing filling includes zero value filling, mean value filling, probability distribution filling,
etc;Error detection refers to checking whether the data conforms to the specification through rules;Duplicate filtering refers
to duplicate data generated during data export or system failure. Data need to be culled or consolidated to ensure data
uniqueness;Consistency test includes whether the basic information of students is consistent with the data information of
students'psychological assessment. Should be handled by rule amendment or manually[5].

After the above data processing, it is found that the data obtained in this paper are of high quality, and there are still
2617 data samples after processing. The original data set is divided into a training set and a test set, and the training data
and the test data are divided according to the ratio of 7:There are 2617 sample data, so there are 1832 sample data in the
training data set and 784 sample data in the test data set.

The training set undertakes the task of learning and adjusting the model parameters to ensure that the model can be
trained effectively. The test set is used to finally evaluate the generalization ability and performance of the model. After the
model is trained, the test set, as a data set not involved in the training, can objectively reflect the performance of the model
on unknown data. By comparing the prediction results of the model on the test set with the actual data, the performance
index of the model in the real application scenario can be obtained.

1.3 Methods andmodels
This paper is based on machine learning methods and data mining technology. Intelligent psychological stress

assessment of college students' mental health was carried out[10], and modeling analysis was carried out with the help of big
data. It combines machine learning related algorithms to realize intelligent mental health assessment and early warning,
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and through machine learning methods. The Index weight of SCL-90 mental health evaluation system was analyzed. This
paper explores the main sources, types and degrees of college students' psychological pressure. Combined with the data
collection results of students, the psychological state of students is evaluated, and the risk factors affecting the
psychological pressure of college students are identified. Predicting mental health status of college students.

1.3.1 Scale simplification
Through the machine learning algorithm, the original evaluation system is accurately simplified in the questionnaire

group. The most representative topic and topic groups are effectively identify, in order to significantly improve the
efficiency and accuracy of the evaluation, the machine learning algorithm is used to analyze the weight of the indicators in
the SCL-90 evaluation system. To determine the contribution of different indicators to the psychological stress of college
students.

Based on the simplified data, a psychological stress evaluation model for college students is established to evaluate
the function of mental health status. The evaluation results shall include the classification of psychological state and
specific evaluation scores or grades, as shown in Table 1. Through model training and optimization, the accuracy of
evaluation is improved, which provides solid data support for the follow-up mental health work. It is helpful for us to
locate the psychological pressure of college students more accurately. It provides a clear direction and basis for the
follow-up psychological intervention work.

Table 1 Rating standard of average score of items in SCL-90
Classification of mental

States Normal Mild pressure Moderate pressure Emphasis on pressure Serious

Level A B C D E
Limit range (1,1. 5] (1. 5,2. 5] (2. 5,3. 5] (3. 5,4. 5] (4. 5,5]

The SCL-90 data table was selected by using Kendall's Tau B correlation analysis and XGBoost. The characteristics
of the screening reservation are the same, that is to say, five characteristic factors are reserved: depression, anxiety, mental
symptoms, interpersonal sensitivity and obsessive-compulsive symptoms.

For the simplified SCL-90 symptom checklist, the Kendall's Tau-B correlation analysis was used. The Kendall's Tau –
B correlation analysis is a method of rank correlation analysis used to assess the correlation between two ordinal
categorical variables. It is used to count the number of concordant pairs and discordant pairs to judge the positive or
negative correlation between variables.

Correlation analysis was used to analyze the correlation of the ten factors and their corresponding inter-group items,
and the correlation coefficient was calculated. A thermodynamic diagram is drawn to identify strong correlations between
the variables. Finally, we select and reserve the topics whose correlation coefficient is greater than 50% for subsequent data
analysis or modeling work. Here we only show the heat map of depressed mood factors, as shown in Figure 1.

Fig. 1 Thermogram of depressed mood factors
According to the feature screening, the most influential factors in the SCL-90 table can be analyzed. These factors



89

account for a large proportion in the mental health of college students. Therefore, it is necessary to pay more attention to
the performance of depression, anxiety, mental symptoms, interpersonal sensitivity, obsessive-compulsive disorder and so
on.

1.3.2 XGBoost model
XGBoost model is a machine learning model based on gradient boosting decision tree algorithm. It optimizes the

value of the objective function by integrating multiple decision trees[11], as shown in Figure 2.
In this study, the use of XGBoost to further improve the prediction accuracy optimizes the decision tree integration

process[12]. The residual error of the previous model is corrected by iteratively adding a new decision tree, and the
parameters of each tree are optimized based on the gradient information of the loss function. Column subsampling and row
subsampling techniques are used to further improve the generalization ability of the model. Finally, the output values of all
the passing trees are weighted and summed to obtain the final predicted value.

Figure 2 Structure diagram of XGBoost model
The XGBoost model contains several adjustable parameters, which have important effects on the performance and

prediction results of the model. As Table 2 shows the parameters of the experimental model.
Table 2 Parameters of XGBoost model

Parameter name Description Default value

learning_rate Learning rate 0. 1

max_depth Maximum depth of the tree 3

n_estimators Number of regression trees 100

min_child_w Minimum sum of weights of child nodes 1

subsample Proportion of subsamples used to train the model 1

reg_alpha The parameters of the L1 regularization term 0

reg_lambda The parameters of the L2 regularization term 1

objective Define learning tasks and corresponding o Return

random_state Random number seed to control randomness None

In this study, the XGBoost model was used to further improve the accuracy of mental health status prediction.
Through the gradient lifting mechanism, XGBoost can predict the weight proportion of different characteristics of mental
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health status (such as depression, anxiety, mental symptoms, etc. ). situation[13]. Specifically, the model predicts that the
harm of depression to mental health is dominant, followed by anxiety and psychiatric symptoms. This finding is of great
significance for understanding the influencing factors of mental health status and formulating targeted interventions.

It is still speculated that depression is the most harmful to mental health, followed by anxiety and psychiatric
symptoms. See Figure 3 for details.

Fig. 3 Weight map of XGBoost feature index

Fig. 4 Proportion of importance of five characteristic factors
The data of the five extracted indicators are compared and displayed. See Figure 4 for Fig. Fig. 4 Proportion of

importance of five characteristic factors
details. In the figure, each horizontal column represents an indicator, and the width of the
column visually indicates the specific value of the indicator. By comparing the height of these bars, it can be clearly

seen that depression accounts for 33. 2%. The following anxiety indicators accounted for 20. 9%, followed by mental
symptoms accounted for 13. 5%. Interpersonal sensitivity and obsessive-compulsive symptoms were about 11%.

2. Results and conclusion
After in-depth training and rigorous verification of the XGBoost model, the XGBoost model shows excellent fitting

ability in the training set. The accuracy is high, which fully proves that the model can accurately capture and learn the
characteristics and rules of the training data. On the validation set, the performance of the model is also remarkable. Many
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key evaluation indicators, such as accuracy, recall and F1 score, are maintained at a high level. This strongly shows that the
model not only has excellent learning ability, but also has strong generalization ability. It can still maintain stable
performance on unseen data.

Fig. 5 Comparison between real and predicted XGBoost model
By further inputting the raw data of the SCL-90 table into the XGBoost model, the machine learning classification

method is used to train and test many times. Through continuous optimization and adjustment, it finally ensures that the
accuracy of the model in the evaluation of early warning is more than 95%. This result not only highlights the high
accuracy of the model, but also greatly improves its credibility in practical applications.

Figure 5 Comparison between real and predicted XGBoost model
For the whole test process, we also analyze the performance of the model in detail. From data preprocessing to model

training and verification, and then to the final evaluation and early warning. Every step has been strictly controlled and
carefully optimized to ensure that the model can play the best performance in practical applications.

We compared the predicted results of the model with the actual values. The model was found to be able to accurately
predict mental health status in most cases. The test performance is good in all indicators, the simulation effect is very good,
and the expected goal is achieved. The result is shown in Figure 5, which visually demonstrates the relationship between
the predicted value of the model and the actual value, further proving the effectiveness of the model.

In terms of accuracy, the Mean Squared Error on the test set of the XGBoost model is 0.0094, the decision Root Mean
Squared Error is 0.0971, Mean Absolute Error is 0.0650 and R2 Score is 0.9722, indicating that the model has high
prediction accuracy and explanatory power. In terms of effectiveness, the performance in different scenarios is relatively
stable, indicating that it has strong adaptability. In terms of stability, the results of repeated tests show that the performance
fluctuation is small, which indicates that the model has high stability.

Through the feature importance ranking of the XGBoost model, it was found that depressed mood, anxious mood and
psychiatric symptoms dominated in predicting mental health status. Specifically, the weight of depression is the highest,
followed by anxiety, followed by mental symptoms. This result is consistent with the expertise in the field of psychology,
which further verifies the reliability of the model.

In the training process of the model, the key parameters such as the learning rate, the maximum depth of the tree and
the number of regression trees are optimized. The prediction performance of the model is significantly improved, which
indicates that when constructing the XGBoost model, Reasonable parameter selection and optimization are essential to
improve the performance of the model.

At the same time, the results show that the XGBoost model performs well in the task of predicting mental health
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status. It can accurately capture the key features in the data and effectively distinguish different mental health States.
Through the analysis of feature importance, it is determined that depression, anxiety and psychiatric symptoms are the key
features to predict mental health status. It is found that these characteristics dominate the prediction, which helps us better
understand the influencing factors of mental health status. To provide a scientific basis for the development of targeted
interventions.

XGBoost model has a wide range of applications, because the model has high efficiency and accuracy in dealing with
large-scale data and complex models. Therefore, it can be widely used in mental health assessment, disease prediction,
personalized treatment and other fields. In the future, the integration of XGBoost model and other machine learning
algorithms can be further explored to improve the prediction performance and expand the application scenarios.
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